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Algorithms for fast axisymmetric drop shape analysis measurements
by a charge coupled device video camera and simulation procedure
for test and evaluation

Lorenzo Busoni, Marcello Carlà,a) and Leonardo Lanzi
Department of Physics, University of Florence and I.N.F.M. (Istituto Nazionale per la Fisica della
Materia), Via G. Sansone 1, 50019 Sesto Fiorentino, Firenze, Italy

~Received 11 September 2000; accepted for publication 20 November 2000!

A set of fast algorithms for axisymmetric drop shape analysis measurements is described. Speed has
been improved by more than 1 order of magnitude over previously available procedures. Frame
analysis is performed and drop characteristics and interfacial tensiong are computed in less than 40
ms on a Pentium III 450 MHz PC, while preserving an overall accuracy inDg/g close to 1
31024. A new procedure is described to evaluate both the algorithms performance and the
contribution of each source of experimental error to the overall measurement accuracy. ©2001
American Institute of Physics.@DOI: 10.1063/1.1364666#
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I. INTRODUCTION

The analysis of the profile of an axisymmetric drop
liquid—either a sessile or a pendant drop—immersed i
second liquid, has always been considered to be the m
reliable and accurate method for measuring interfacial t
sion at the liquid–liquid interphase. During its long histor
after the first description in Bashforth and Adams work
1883,1 the exploitation of axisymmetric drop shape analy
~ADSA! was severely limited by the lack of the necessa
technological facilities as a low distortion image acquisiti
device and computing power at an affordable price. Curr
possibility to meet at low price both requirements have
duced a renewed interest into the use of ADSA and i
considered to be a routine method for the study of liqui
liquid interface, instead of relegating it to the role of a r
fined calibration procedure.2,3 In the course of ADSA his-
tory, several mathematical procedures have been propos
extract the physical quantity of interest, interfacial tensi
from the raw experimental data, which consist of a set
point coordinates describing the drop profile. In Refs. 4–
in Ref. 4 an evolution can be traced from the original ‘‘s
lected plane method’’—in which a very limited amount
experimental points were used—to algorithms that make
of the fit of the whole set of profile points, clearly at th
expense of a greater computational burden. See also Re
and 6 for a discussion on several frequently used algorith

Currently the most convenient way to implement
ADSA apparatus is to connect a solid state video cam
equipped with a charge coupled device~CCD! or a charge
injection device7 to a personal computer or a workstatio
through a frame grabber. It is possible by this method
fully automate the measuring procedure. Using fast al
rithms, the method is also suitable for kinetic measureme
e.g., it is possible to record the time evolution of interfac
tension in a relaxation process or the dependence of inte

a!Author to whom correspondence should be addressed; electronic
carla@fi.infn.it
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cial tension upon another time varying quantity, as in t
compression–expansion cycles of a film supported by a v
able size drop.8 To this purpose we have implemented fa
algorithms optimized for the use of a CCD video came
Thereafter, we implemented a new software procedure
simulates most sources of experimental errors intrinsic to
measuring technique. Then we tested every algorithm
both speed and accuracy under several different source
error. The test procedure simulates the whole process of d
image formation and digitization in a CCD video camera a
applies errors and disturbances in a controlled manner. T
the resulting pseudoexperimental frame is analyzed by
algorithm under test and performance is registered in rec
ering the correct drop parameters despite added disturban

Both the ADSA algorithms and the test procedure ha
been initially implemented as a set of Fortran routines for
DEC ~formerly Digital Equipment Corporation, Maynard
MA ! F77 compiler and the VMS operating system.9 After
moving to the Unix environment, the C language has be
used to rewrite some routines and to write new ones, w
convenient.

Currently the package is used with the Linux operati
system, distribution Red Hat 6.1 or 6.2~Red Hat Inc.,
Durham, N.C.! on a 450 MHz Pentium computer.10

II. THEORY

The ADSA technique to measure interfacial tensiong
consists in the detection of the profile of a sessile~or pen-
dant! drop by use of a video camera or other suitable inst
mentation. The drop shape is a function ofg and other pa-
rameters, easy to be measured, as it follows from
Young–Laplace equation:

gS 1

R1
1

1

R2
D5C1gZ~D12D2!, ~1!

whereR1 and R2 are the radii of the surface at pointP of
heightZ, C is the pressure difference across the interphas
Z50, g the gravity acceleration, andD1 and D2 , respec-
il:
4 © 2001 American Institute of Physics
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tively, the density of the drop and of the surrounding flu
For an axisymmetric system—see Fig. 1—Eq.~1! reduces to
the Bashforth and Adams equation

gS 1

R
1

sinw

X D5
2g

R0
1gZ~D12D2!, ~2!

where w is the angle between theZ axis and the externa
normal to the profile at pointP of coordinatesX, Z, andR is
the radius of curvature at pointP in the meridian plane.

At Z50 the curvature radii are identical and equal
R0 , so the pressure differenceC is equal to 2g/R0 ; using
reduced coordinatesx5X/R0 , z5Z/R0 , r 5R/R0 , and the
form factor

b5g•~D12D2!•R0
2/g ~3!

the differential equation for the drop profile is

1

r
1

sinw

x
521bz ~4!

or, alternatively, expressingw andr as a function ofz and its
derivatives

FIG. 1. The shape of an axisymmetric sessile drop.D1 and D2 are the
densities of the drop liquid and of the surrounding liquid, respectively.
Downloaded 20 Jun 2002 to 193.206.190.71. Redistribution subject to A
.

z9~x!5F ~21bz!A11z822
z8

x G~11z82!. ~5!

This equation has no analytical solution except forb
50 ~in this case the solution is a circle!, but can be inte-
grated numerically. The measure consists in gettingb andR0

from the experimental profile and, knowingg, D1 , andD2 ,
calculatingg from Eq. ~3!.

III. EQUIPMENT

In describing the ADSA algorithms we refer to the e
perimental setup schematically shown in Fig. 2, as we c
rently use it. The video camera used for profile detection
an Adimec MX12P-8443~Advanced Image Systems B.V
Eindhoven, The Netherlands!, equipped with a 1024
31024 pixel CCD sensor with 4096 gray levels and capa
of 30 frames/s; pixel size is 7.5mm37.5mm. The camera is
connected through an Imaging Technology IC-PCI-AM-D
frame grabber~Imaging Technology Incorporated, Bedfor
MA ! to an Intel Pentium III, 450 MHz computer.

The computer has control over all the apparatus, as s
eral experimental parameters are of relevance in orde
obtain high accuracy measurements: over the control of
temperature, electrolytical solution composition, and pol
ization potential at the mercury interface, which are requi
to perform thermodynamical measurements,11 the computer
has control of the drop surface, the intensity of the lamp t
back illuminates the drop and the horizontal alignment of
vibration damping bench, required to keep the drop axisy
metry as described in detail in Ref. 12.

The computer runs a Red Hat Linux 6.1 operating s
-
FIG. 2. Block diagram of the appara
tus as described in Ref. 8.
IP license or copyright, see http://ojps.aip.org/rsio/rsicr.jsp
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cally, except for the frame grabber driver~GOM mbH,
Braunschweig, Germany! and the IEEE488 board drive
~National Instruments, Austin, TX!.

IV. THE MEASURING PROCEDURE

The image of the drop contains a huge amount of use
information: each 102431024312 bit frame, which
amounts to 1.5 Mbyte storage size, eventually yields only
two floating point values that we are interested in:R0 andb.
Some other piece of auxiliary information can be extrac
from the frame, mainly as a control that the apparatus
working properly, but currently there is no reason~apart
from debugging! for storing whole frames during measur
ments. The first step in processing the frame is extractio
the profile. This reduces the storage requirements to s
tens of kbyte, a much more suitable size for storing data
a second step processing.

The second step consists of the fit of the extracted pro
with the Bashforth and Adams equation; in past times s
computations have had to be deferred to off line process
until powerful enough computers have been made availa
at an affordable price. On line processing of the extrac
profile, over offering the obvious benefit of making the me
surement results immediately available, is currently requi
in our apparatus for active control of the drop surface,
described in Ref. 8.

All computations in first and second steps are made
ing the pixel as a convenient unit length; then, a third ste
required to scale results according to the geometrical s
factor, to computeb and g, and apply some minor correc
tions.

V. PROFILE EXTRACTION

Algorithms normally used for edge detection are pro
ably oversized in this application: it can be safely assum
that asinglecontinuous edgeis actually present in the frame
after a single point has been found along that edge, the
file extraction algorithm can move along the edge in b
directions to determine all other experimental points. All p
els not contained in the transition region from dark to lig
along the edge can be safely ignored. Then the profile
traction can be split into:

~i! finding a point along the edge;
~ii ! moving along the edge; and
~iii ! determining from the pixel intensity values the coo

dinates of points along the edge.

The procedure we use for profile extraction is illustrat
in Fig. 3. The profile scanning starts at top of the sessile d
~bottom in case of a pendant drop!. A string of pixels span-
ning the full transition region is extracted and the edge
sition is determined using one of the interpolation algorith
described below. The string is row or column aligned, d
pending on whether the angle between theZ axis and the
external normal to the profile is in the range 45°–135° or
of it. For each row or column a profile point is determin
whose coordinates are the row or column index~that coin-
cide with theZ or X coordinates of center of pixels! and the
Downloaded 20 Jun 2002 to 193.206.190.71. Redistribution subject to A
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value given by the interpolation algorithm. The central pix
of next string to be processed is determined by linear
trapolation of the coordinates of the last three to nine poin
This step, not strictly required for accuracy, yields the pro
slope needed to switch between column scan and row s
and makes the algorithm more robust against the ‘‘loss of
way’’ that occasionally may occur.

The interpolation algorithm to calculate the edge po
tion from the illumination intensity values is the most critic
part of the profile extraction procedure. Several algorith
have been reviewed in Refs. 13 and 14. Analysis of adjac
linear strings of pixels, that is the use of a rectangular c
volution maskn31, as proposed in Refs. 14, 11, and 15
considered a better choice over the use of a square conv
tion mask as the accuracy would receive little benefit fro
the use of a square mask, at the expense of a consi
increase of computational burden~however, no test has bee
made in this sense yet!. Song16 located edge positionx as the
point at which the fraction«(x)5(g(x)2g2)/(g12g2) was
equal to a predefined constant~g(x) is the gray level profile
and g1 ,g2 correspond to the plateau gray levels at the t
sides of the edge!. Hansen17 used a similar algorithm, bu
while Song determined experimentally that«50.5 was the
best choice, in agreement with theoretical consideratio
Hansen obtained the value 0.67 for best agreement w
known values of interfacial tension. Kakiuchi18 and Pallas14

instead used the maximum gradient method. Both meth
have their justification in the symmetry of the transform
tions involved in the optical image formation process,
pointed out by Seitz in Ref. 13. In the same article two mo
methods are quoted: center of mass and Gaussian inter
tion of differences of intensity of adjacent pixels. The latt
method is based on the observation that the derivative of
intensity profile in the transition region is a function th
results from the combination of many unrelated effec
Then, by the central limit theorem this function should
Gaussian. Indeed this conclusion is a justification for
other three methods also, as they require only the symm
of the intensity function.

Routines have been written to implement the center

FIG. 3. The profile extraction procedure. Strings of pixel are extracted fr
the frame, aligned along a row or column, depending upon the profile sl
the edge position is determined by interpolation on the gray levels.
extraction stops a few rows over the electrode plane as accuracy is imp
by overlapping of extracted strings with electrode image.
IP license or copyright, see http://ojps.aip.org/rsio/rsicr.jsp
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mass method, the halfway method as in Ref. 16, and
maximum gradient method through parabolic interpolati
then, performance of the three methods has been tested
for speed and noise rejection with our simulation procedu
as reported in Sec. IX D. Though all methods have b
widely used in past years by several authors, no such c
parison had been reported before, especially for the n
rejection evaluation, that results to be one of the most crit
parameters.

VI. FIT OF EXPERIMENTAL POINTS AND CALCULUS
OF g

While the shape of a drop depends only upon the a
mensional shape factorb, the mapping of experimenta
points onto the theoretical profile involves several other
rameters, namely the scale factorR0 and the coordinates o
the apex (X0, Z0). Some authors add one more parame
i.e., the tilt angle between the drop symmetry axis and
camera vertical axis, to account for instrumentation m
alignment. By this way, the least-squares method should
applied minimizing over five parameters.6 Even if this is, by
principle, the most correct procedure, it results rather inc
venient from the point of view of computation time. In ca
the digitizing device is a CCD video camera and the pro
extraction procedure described in Sec. V is used, the num
of parameters to be adjusted by the fit routine can be redu
to three without any significant loss of accuracy. In disagr
ment with Ref. 6, we show in Sec. IX C that tilt angle can
excluded from the minimization procedure as the alignm
of the CCD sensor with the local vertical axis can easily
made accurate enough to make negligible the error it in
duces. In any case tilt angle, if included in the minimizati
procedure, cannot account for deviations of the drop supp
ing orifice from the true horizontal; in this case it is the ve
condition of axial symmetry of the drop that fails and th
effect, which cannot be corrected by a frame rotation, d
not seem to have received due attention yet. The sec
parameter that can be excluded from the minimization p
cedure is the apex coordinateX0 . The experimental points
obtained from the procedure in Sec. V have the property
one of the coordinates is always an integer number not
fected by experimental error. Usually a profile is compos
of three or five sections: a top section withuwu,45° and
integer X coordinates, two lateral sections with 45°,uwu
,135° and integerZ coordinates and two bottom section
with uwu.135° and integerX coordinates. The average ofX
coordinates of midpoints of segments whose extremes
the points of identicalZ in the two lateral sections yields
first estimate ofX0 . These estimate results are accur
enough so that no further refinement is necessary. This
been verified over a wide range of operating conditions~see
Secs. IX B and IX D!. Then our choice has been to minimiz
over b, R0 , andZ0 only. A first estimate for these param
eters is obtained by a 4° order polynomial fit on the up
part of the profile, about 1/3 of all data points. The fitt
function isZ5a1bX21cX4. By comparison with the Tay-
lor expansion of the profile function inX50:
Downloaded 20 Jun 2002 to 193.206.190.71. Redistribution subject to A
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Z~X!5Z01
1

2

d2Z

dX2U
0

X21
1

24

d4Z

dX4U
0

X41... ~6!

after substitution of derivatives from Eq.~5!, with the bound-
ary conditionsZ8(0)50 andZ(0)50, one gets

Z9~0!51

and

Z-8~0!5 3
4 ~41b! ~7!

and

Z05a, R05
1

2b
, b54S c

b321D . ~8!

The estimate obtained by this method is not as accu
as can be obtained by the ratio of the equatorial diam
over the equatorial height method,15 but it has two advan-
tages: it can be used with both sessile and pendant drops
more important, can be used even when the contact ang
less than 90° and, obviously, the drop has no equator.

The first estimate is then refined by an iterative pro
dure. Values ofX0 , Z0 , R0 , andb are used to calculate a
analytical referenceprofile. Differential equation~4! is ex-
panded into the system:

dg

ds
521bz2

sinw

x
,

dx

ds
5cosw, ~9!

dz

ds
5sinw,

and integrated by a 4° order Runge–Kutta integration pro
dure at a constantds arc step.19

A constantdw integration step would reduce system~9!
to two equations and would allow the use of tabulated trig
nometric functions, speeding up computations, but the a
rithm could be used only with sessile drops as in a pend
drop the~X, Z! coordinates are not single-valued functions
w.

For each experimental pointQi , the distancedi from the
reference profile is calculated and the expressione
5( idi

2(b,R0 ,Z0) is minimized with respect toR0 , Z0 , and
b. The minimization ofe proceeds by iterative solution o
the linearized system6

HDp5E, ~10!

where

Hmn5(
i

]di

]pm
•

]di

]pn
, p5F b

R0

Z0

G , Em5(
i

]di

]pm
di .

~11!

Once Dp has been determined, a new valuep85p
1Dp is computed and used to obtain a new reference pro
and continue iteration.
IP license or copyright, see http://ojps.aip.org/rsio/rsicr.jsp
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Distancedi in Eq. ~11! is obtained drawing a circumfer
ence through two points in reference profile closest toQi ,
with radiusR obtained as

R5
AB&

wB2wA
;

thendi is calculated directly as the distance betweenQi and
the circumference by standard analytical geometry formu
avoiding the iterative procedure used in Ref. 6 that is hea
time consuming. During this computation anglew i and co-
ordinates of pointPi are determined~see Fig. 4! and are used
to calculate partial derivatives

]di

]b
,

]di

]R0
,

]di

]Z0
.

The first one is tabulated while generating the refere
profile: the integration is performed twice, with values ofb
differing for a smalldb; the derivative is calculated as

]d

]b
5

DP"n

db
,

whereDP is the displacement of pointP due to the variation
of shapedb, andn is the versor normal to the profile inP.
The actual value of]di /]b for each experimental pointi is
obtained by interpolation.

Other derivatives are calculated as

]di

]R0
5Pi•n,

]di

]Z0
52cos~w i !.

The routine that computes distancesdi starts analyzing
the points at the apex of the drop and proceeds toward
base; when the distance becomes greater then a thre
value ~typically, three pixels! the routine stops. This partia
analysis is sufficient to improve the value of the fit para
etersb, R0 , andZ0 and the segment of points used exten
after each iteration; usually, after two iterations the wh
profile is fitted, and two more iterations are enough to
full accuracy. The use of a subset of the experimental po
during first iterations speeds up the algorithm and make
more robust. Performance of this procedure is reported
Sec. IX A. The numerical error introduced by the proced

FIG. 4. Calculation of distancedi from experimental pointQi to reference
profile: coordinates of pointPi on the reference profile are determined
interpolation and used in calculating partial derivatives ofdi .
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is quite negligible; the speed is more than 1 order of mag
tude greater than reported by other authors,6 after having
accounted for the different computer speed.

VII. CALIBRATION PROCEDURE

Calibration against known values of interfacial tensi
should not be required with the ADSA method. Drop sha
has always been considered to be the ‘‘absolute’’ method
providing the reference data for other relative techniqu
~see, e.g., Refs. 2 and 3, two works that have been con
ered for many years ‘‘the standard’’!.

All physical constants that appear in Eq.~3!, namelyg,
D1 , and D2 can be known with a sufficient level of accu
racy; b and R0 are the results of measurements. The l
missing element is the scale factor that converts pixels
metrical units. This factor has to be measured direc
through a calibration procedure. In this respect sessile d
offers an advantage over the pendant one, as it is possib
put a small accurately spherical ball on the orifice that w
support the liquid drop and the ball profile will be seen e
actly at the same position as the drop profile. The ratio of
true diameter of the ball over its measure in pixels as seen
the video camera yields the required calibration factor. F
calibration we have used a small rubin ball with
60.001 mm diameter and a sphericity of60.001 mm~Co-
madur SA, Le Locle, CH!. It should be noted that even a
error of a fraction of a millimeter in the position of the ba
leads to an error in the calibration factor sensibly greater t
the error on the reference ball itself.

There are several minor sources of error that have
ways been neglected by previous authors and can affec
sults to a significant level in high accuracy measureme
Routinely we take care of the following:

~i! densitiesD1 andD2 depend on temperature;
~ii ! density of the solution in which the liquid drop i

immersed varies with solution composition; and
~iii ! index of refraction of solution depends upon both t

solution composition and temperature.

Accounting for the first and second effect is straightforwa
densities for liquids we use are tabulated and values at ac
temperature and solution composition are used during c
putations.

Correction for the third effect is a bit more tricky an
requires a knowledge of the variation of scale factorS( l ) as
a function of the drop distancel from the video camera op
tics. This quantity has to be determined only once and
mains valid until the cell geometry is changed. To get t
factor the measuring cell with the calibration ball inside
moved by a micrometric movement a few millimeters ba
and forth, changing the distance from the optics, while r
istering for each position the ball image size~in pixels!. For
a small displacement, the scale factor changes linearly w
displacement. From elementary optics, the apparent pos
of an object immersed in a liquid with refraction indexnl , as
seen from air through a plane window, isL85L•na /nl ,
IP license or copyright, see http://ojps.aip.org/rsio/rsicr.jsp
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whereL is the geometrical path of light in the liquid andna

is the air refraction index. Then the apparent position of
drop~or the calibration ball! changes with refraction index a

DL5L•naS 1

nl1Dnl
2

1

nl
D.2L

na

nl
2 Dnl ~12!

and the scale factor changes as

DS52
]S

] l
•L•

na

nl
2 •Dnl . ~13!

The effect is small but not quite negligible; when wor
ing with concentrated electrolytical solutions it can amou
to 0.1%. We use Eq.~13! to account for it.

VIII. THE SIMULATION PROCEDURE

We have implemented a software package that simul
the full process of sessile~or pendant! drop measurements
The package includes the procedures described above fo
profile extraction and fit, as well as further procedures for
synthetic generation of a pseudoexperimental frame cont
ing a drop image. The characteristics of the drop~b andR0!
can be given or chosen at random; the drop profile is co
puted by numerical integration of Eq.~4!, and scaled and
translated as required; thereafter, the illumination value
every pixel in the frame is computed. Alternatively, an in
gral quantity of the drop—surface or volume—can be spe
fied together withg ~and the supporting border radius! andb
andR0 are then obtained by an inverse algorithm. The lig
intensity profile across the transition region, from light
dark, can be selected among some predefined function

FIG. 5. Calculation of pixel illumination: a transition region from light t
dark cut into two slices is shown. ProfileP2 , the external border of the
transition region, cuts pixelI 21, J21 from P to Q. The outer part of the
pixel surface receives full background light intensity; the inner part rece
light with intensityL1 , the average value for the slice.

TABLE I. Performance of the fit routine for several integration step siz
the pseudoexperimental profile is always generated with step 0.0018.

Step Dg/g ^Dp2&1/2/pixel Time/ms

0.0018 ,1026 1331026 31
0.003 ,1026 1331026 24
0.005 ,1026 1431026 19
0.007 ,1026 2231026 16
0.010 ,1026 6231026 15
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given in a data file in a tabulated form. To calculate pix
illumination, the transition region is cut in many narro
slices by repeating many times the drop profile, both inw
and outward, every time displacing each point normally
the profile by a fixed amountDr ~Fig. 5!. An average light
intensity is attributed to each one of the resulting slices eq
to the value in the middle of the slice, as given by the
lected function. Then the displaced profiles are followed o
at a time, determining in sequence the pixels that are trav
and for each one of them the entry and exit point. The pro
inside the pixel is approximated as a segment, the area o
polygonals external and internal to the profile are compu
and their contribution to pixel illumination is added into a
array representing the frame; pixels are considered as squ
that cover the frame surface completely. Once all displa
profiles have been processed, the outer region is filled w
the light background value and the inner region with the d
value. These two values also define the gray scale of
intensity profile, which is the number of gray levels to b
used. When the synthetic frame has been completed,
analyzed to recover the profile and computed back tob and
R0 . Results are then compared with the starting values.

Apart from the obvious problem of making sure that t
implemented code for frame processing is error free,
simulation package is very useful to evaluate the effect
several sources of error on the results of ADSA measu
ments and to compare different algorithms. To this purpo
during each step of the synthetic frame generation, sev
kinds of error or distortion can be introduced and their infl
ence on the final result can be appreciated. Currently,
package offers the possibility of:

~i! selecting the frame size, in pixel;
~ii ! introducing an asymmetry in theX andZ scale factors

to simulate a possible asymmetry in the optics or
the pitch of pixel rows or columns in the sensor;

~iii ! tilting the profile a small angle~to simulate a mis-
alignment between theZ axis of the CCD sensor an
the local vertical!;

~iv! adding random displacements to the synthetic pro
coordinates;

~v! shifting the dark and light levels and changing t
gray level resolution;

s

;

TABLE II. Performance of the fit routine forcing an errorDX0 on the
estimate ofX0 .

DX0 /pixel Dg/g DR0 /pixel ^Dp2&1/2/pixel

0.05 ,1026 131024 3331023

0.1 231026 331024 6631023

0.2 731026 1431024 13231023

TABLE III. Effect of a tilt of the image sensor on the value ofg.

u/mrad Dg/g ^Dp2&1/2/pixel

0.0 1.931025 331023

0.5 1.331025 3331023

1.0 1.331025 6631023

2.0 1.931025 13231023
IP license or copyright, see http://ojps.aip.org/rsio/rsicr.jsp
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~vi! blurring the image adding random noise to every pi
in the frame~either additive or multiplicative noise o
both!;

~vii ! blurring the image with noise that affects rando
clusters of pixels to simulate the effect of dust spo
and

~viii ! blurring the image adding the ‘‘smear effect’’ create
by the frame shifting in a CCD device.

All effects can be introduced in a predefined amount or
random. During frame analysis, operation is timed to ass
relative efficiency of different algorithms.

The consistency of results obtained when no effec
introduced during the frame generation makes us confid
that the code is error free. The profile integration rout
cannot be validated this way, as it is a piece of code comm
to both frame generation and analysis, hence a system
error in this part of the code might pass undetected. T
routine has been tested comparing its results with those
tained with two other completely independent procedur
the routine described in Ref. 20, which is based on an a
rithm other than Runge–Kutta integration, and integration
Eq. ~4! as obtained with the packageMATHEMATICA ~Wol-
fram Research, Inc., Champaign, IL!. In both cases differ-
ences among the computed profiles were at the nume
rounding level.

IX. RESULTS

Algorithms have been tested under the following con
tions, unless otherwise stated:

~i! frame size: 102431024 pixels;
~ii ! gray levels: 4096 with light at 90% and dark at 10

of the scale;
~iii ! transition region profile: the ‘‘erf’’ error function,

scaled 3:1 on theX axis to get a transition region.5
pixels wide;

~iv! number of slices in the transition region: 100;
~v! g range: 45– 1003103 ~g is given asR0

2/b, with R0

in pixels!;
~vi! drop surface: 1.13106 pixel2;
~vii ! integration step for the pseudoexperimental profi

TABLE IV. Performance of the profile extraction algorithms with noisele
data: intrinsic accuracy and profile extraction time.

Method Dg/g ^Dp2&1/2/pixel Time/ms

avg 2.131025 3.31023 7
h2 1.131025 331023 10
h3 2.431025 , 831023 11
p3 1.031024 1031023 12

TABLE V. Performance of the profile extraction algorithms with noise lev
0.5%.

Method Dg/g ^Dp2&1/2/pixel ^DX0
2&1/2/pixel

avg 1.331024 4231023 1231023

h2 5.431025 1931023 931023

h3 5.731025 1931023 931023

p3 3.131024 12031023 2331023
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0.0018 in adimensional coordinates, as defined in
~9!; this yields roughly the same number of points
obtained from a true experimental frame;

~viii ! integration step during the fit: 0.005; and
~ix! execution times obtained on a Pentium III 450 MH

computer running a Linux Red Hat 6.1 operating sy
tem.

For each test the evaluated error is the relative differe
Dg/g between the value ofg used in the synthetic frame
generation and the value obtained from frame analysis.
sides, the rms valuêDp2&1/2 of differences among the ex
tracted profile points and the profile obtained from the fit a
reported.

A. Errors from the fit routine

The pseudoexperimental profile has been given to the
routine, without passing through the frame generation a
profile extraction procedure. Computations have been
peated for different integration steps during the fit~see Table
I!.

In the first case the integration step is the same as u
for profile generation, hence pseudoexperimental and fi
profiles coincide; accuracy remains very good even incre
ing the integration step.

B. Effect of X0 error on fit accuracy

The test in Sec. IX A has been repeated~with step 0.005!
forcing an errorDX0 into the estimate ofX0 , before com-
pleting the fit overZ0 , R0 , b as usual~see Table II!.

C. Effect of tilt angle

A tilt is simulated between the axis of symmetry of th
drop ~which is considered exactly aligned to the true loc
vertical! and theZ axis of the sensor~see Table III!.
In this simulation the transition region was reduced to
abrupt step from light to dark.

In Tables II and III, despite the fitted and the experime
tal profile diverging rapidly as tilt angle orX0 offset in-
creases, the error onDg/g remains quite small. This is du
to the intrinsic symmetry of the system; it is the exploitati

l

TABLE VI. Performance of the profile extraction algorithms with nois
level 1%.

Method Dg/g ^Dp2&1/2/pixel ^DX0
2&1/2/pixel

avg 2.931024 8131023 2031023

h2 1.031024 3731023 1231023

h3 1.031024 3631023 1331023

p3 7.131024 23731023 3531023

TABLE VII. Performance of the profile extraction algorithms with nois
level 2%.

Method Dg/g ^Dp2&1/2/pixel ^DX0
2&1/2/pixel

avg 4.331024 16231023 2931023

h2 2.131024 7431023 1931023

h3 1.931024 6831023 1931023

p3 3231024 44031023 5831023
IP license or copyright, see http://ojps.aip.org/rsio/rsicr.jsp
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of this property that allows the use of a simplified and fas
fit algorithm that performs minimization over only three a
justable parameters.

D. Comparison among several profile extraction
algorithms

Four algorithms for profile extraction have been tes
under different noise conditions:

~i! avg: center of mass algorithm—edge position is giv
by center of mass of differences of adjacent pixels

~ii ! h2: ‘‘halfway method’’ as in Ref. 16—edge positio
is obtained by linear interpolation between clos
values above and below fraction 0.5;

~iii ! h3: same as h2, but three points and linear le
squares fit are used; and

~iv! p3: maximum gradient method—edge position is o
tained by parabolic interpolation of three differenc
between adjacent pixels centered around the hig
value.

Noise has been added to each pixel in the frame as a ran
value with Gaussian distribution and standard deviation p
portional to the pixel intensity.

Tables IV–VII are tests of the overall accuracy of t
algorithms for generating the pseudoexperimental frame
extracting back the drop profile. Reported time refers to p
file extraction alone; overall times are reported in Sec. IX

The maximum gradient method, in the simple parabo
form we tested, is not suitable to be used with a high no
level.

E. Effect of image smearing as produced by the
frame shift in CCD devices

Smear sm is measured as the ratio between the
required to shift the frame one line during the frame-trans
period over the integration time. This effect has always b
ignored by previous authors; yet it can become a he
source of error when using a lower grade CCD sensor. In
MX12P-8443 video camera, as we currently use it, sm533
31026 ~see Table VIII!.

The above results have been obtained simulating an
ward frame shift; the test has been repeated reversing
shift direction~i.e., ‘‘using’’ the video camera upside down!
obtaining similar results.

TABLE VIII. Errors due to the smearing effect produced by the frame s
in the CCD video camera.

sm Dg/g ^Dp2&1/2/pixel

1031026 2.631025 3.531023

2031026 4.231025 3.631023

3031026 6.331025 3.731023

5031026 1.131024 4.131023

10031026 2.331024 4.731023

15031026 3.431024 7.831023
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F. Cumulative error

In this test all sources of error have been combined
reflect our experimental conditions:

~i! tilt angle u5060.5 mrad;
~ii ! noise561%; and
~iii ! smear53331026

obtaining the following overall performance~Table IX!.
It should be noted that the overall error is well belo

measurement reproducibility due to other experimental c
ditions as, e.g., errors due to the chemical system pu
stability, and reproducibility. Hence it is not a correct proc
dure to compare algorithm performances through true exp
mental measurements.

ACKNOWLEDGMENTS

This work is dedicated to Professor Silvano Bordi, w
originated and encouraged it for many years. Financial s
port from I.N.F.M.~Istituto Nazionale per la Fisica della Ma
teria! and MURST on ‘‘60%’’ and ‘‘Cofinanziamento 40%’
funds is acknowledged.

1F. Bashforth and J. C. Adams,An Attempt to Test the Theories of Capi
lary Action ~Cambridge University Press, Cambridge, 1883!.

2C. A. Smolders and E. M. Duyvis, Recl. Trav. Chim. Pays-Bas.80, 635
~1961!.

3H. Vos and J. M. Los, J. Colloid Interface Sci.74, 360 ~1980!.
4B. Song and J. Springer, J. Colloid Interface Sci.184, 64 ~1996!.
5P. Chen, O. I. del Rio, and A. W. Neumann, inAxisymmetric Drop Shape
Analysisedited by A. Bazskin and W. Nord, Physical Chemistry of Bi
logical Interfaces~Marcel Dekker, New York, 2000!, p. 523.

6S. Lahooti, O. I. del Rio, A. W. Neumann and P. Cheng, inAxisymmetric
Drop Shape Analysis (ADSA), edited by A. W. Neumann and J. K. Spel
Applied Surface Thermodynamics~Marcel Dekker, New York, 1996!, p.
441.

7A. J. P. Theuwissen,Solid State Imaging with Charge-Coupled Devic
~Kluwer, Dordrecht, 1995!.

8L. Busoni, M. Carla`, L. Lanzi, L. Dei, and M. Olivotto, Phys. Chem
Chem. Phys.2, 5698~2000!.

9S. Bordi, M. Carla`, and R. Cecchini, Electrochim. Acta34, 1673~1989!.
10The full package is available freely from authors under the terms of

GPL software license, i.e., complete with the source code and freely
able and redistributable. For information about General Public Lice
~GPL! see www.gnu.org.
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